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Abstract—With the advent of data ecosystems finding infor-
mation in distributed and federated catalogs and marketplaces
becomes more and more important. One of the problems in data
search and search in general is the mismatch between the termi-
nology of users and of the searched items, be it dataset metadata
or web pages. The paper proposes an agent-based approach to
document expansion (ADE). The idea is to represent documents
with agents that exploit local information collected from user
searches and relevant signals to improve the representation of
the document in a search index and subsequently to improve
the search performance of the system. The agents collect terms
from relevant queries and perform topic modeling on these
terms and publish different variants expanded with the topic
terms to the search index. We find that the approach achieves
good improvement in search performance and is a valuable
tool because is places no burden on the information retrieval
pipeline and is complementary to other document expansion and
information retrieval approaches.

Index Terms—document expansion, agent-based system, infor-
mation retrieval, topic modeling

I. INTRODUCTION

The proliferation of data from a variety of sources in
research and industry enables more and more data-centric
services and applications that are increasingly organized in
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data ecosystems [1]. The International Data Spaces [2] and
Gaia-X' initiatives are manifestations of this trend. They
establish frameworks that allow data producers to share data
while preserving control over their assets. Bringing together
needs of data users with the offerings of data providers is
an important aspect in these data ecosystems. This matching
process is performed by data catalogues, data marketplaces
and data brokers.

One problem in data search and information retrieval in
general is the mismatch between the terminology of used
by users in search queries and the language used in the
documents (and their metadata) that the user is looking for
[3]. While this issue is often addressed by expanding the user
query with additional terms and re-ranking documents in post-
retrieval, expanding the document representation itself before
retrieval has gained attention with the advent of pre-trained
transformers like Bidirectional Encoder Representations from
Transformers (BERT) [4].

In this paper we propose an approach to iterative document
expansion based on local information received from (implicit
or exlicit) user feedback that indicates the relevance of a
search result for a given query. The idea is to represent each
document in a potentially distributed system by an agent,
that tries to promote its document in a way that improves
its discoverability. Agents that were considered relevant for a
given query act locally by adjusting their own presentation to
the terminology of the user query.

II. RELATED WORK

The mismatch between the user intent which is expressed
in the form of search queries in the users’ terms and the
documents in a corpus that are represented by their content and
additional metadata is a well-known problem in information
retrieval [3]. This problem has been addressed in various
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stages of the retrieval process: via document expansion in pre-
precessing and query expansion during the retrieval phase.

Recent development of deep learning and transformer-based
techniques lead to new methods to expand documents to better
align with user queries. In doc2query [5] and its extension
docTTTTTquery [6] a pre-trained BERT transformer, that was
trained on query-passage pairs is used to derive plain text
queries from given document passages. These queries are
then added to the document before indexing which leads to
an increase in search performance. In DeepCT [7] and its
extension Context-aware Hierarchical Document Term weight-
ing (HDCT) [8] a BERT transformer is trained to re-weight
the terms of a passage or whole document according to
their importance. The document is then altered so that the
term frequencies match the calculated weights. The processed
documents can be indexed with classic bag-of-words-based
search engines.

Another approach that is performed during retrieval is query
expansion. Here user queries are enriched with additional
terms before the search is executed. The goal of query ex-
pansion is to adjust the query to better match the documents.
[9] provides a extensive overview of this topic. Document
expansion has the operational advantage, that it is decoupled
from the query process and can involve computationally ex-
pensive computations while query expansion and re-ranking is
performed on every query and has to be computed quickly to
not degrade query execution times [9].

An intelligent agent is an autonomous component that
possesses internal state, interacts with other agents and its en-
vironment, makes autonomous decisions based on its state and
local environment and can learn and adapt to a changing en-
vironment [10]. Agents have been investigated as autonomous
(distributed) mechanism in software development for a few
decades. They can be seen as socially intelligent, autonomous
problem solvers which achieve their objectives by interaction
with other similar autonomous entities [11]. Agents have been
used for self-organized, local optimization in a broad spectrum
of applications such as autonomous network optimization [12]
or distributed energy optimization [13].

The term agents is ambiguously used not only for agents
optimizing local objectives, but also for software components

Components of the agent-based system.

with different functionalities. For example, [14] use nine
modules (agents) for a system using intelligent evolution
based on user queries to improve accuracy of the results. [15]
survey various approaches that use cognitive agents to support
information retrieval in the form of meta-search [16], semantic
search or by taking users emotions into account [17]. In the
context of this paper, we take the former view and understand
agents as actors that operate on local information.

Topic modeling is an unsupervised machine learning method
that uses statistics over the terms in documents and their co-
occurrences to derive a set of topics that each consist of closely
related words. The documents are assumed to be related to
a combination of these topics. In this sense topic modeling
reduces the dimension of a bag-of-word like document vector
whose length corresponds to the size of the vocabulary to a
vector on the topic space. This can be exploited for similarity
search. The topics themselves are interesting because they
distill different semantic aspects of the documents. Established
topic modeling algorithms are Latent Semantic Indexing (L.ST)
[18] and Latent Dirichlet Allocation (LDA) [19]. Special
algorithms have been developed for topic modeling on sort
texts such as Gibbs Sampling Dirichlet Multinomial Mixture
(GSDMM) [20].

III. AGENT-BASED DOCUMENT EXPANSION

The paper proposes an agent-based approach to document
expansion (ADE). The idea is to represent documents with
agents that exploit local information collected from user
searches and relevant signals to improve the representation of
the document in a search index and subsequently to improve
the search performance of the system. The agents collect terms
from relevant queries, perform topic modeling on these terms,
and publish different variants expanded with the topic terms
to the search index.

A. Overview

The goal of the agents is to narrow the gap between the
user and document terminology. They improve and adapt
the presentation of the underlying document based on local
information in the form of user feedback signals (Fig. 1). We
assume a simple feedback model: every time a user indicates



through her interaction with the search system that a document
is relevant for the current query (e.g. by "purchasing" the
document), the agent is notified with information about the
query and its rank in the result list (cf. section III-B). In this
paper we approximate the users’ relevance indications by using
the relevance judgments provided by the test collection.

Once the agent has received enough feedback signals con-
taining relevant queries, it uses topic modeling (cf. section
III-D) to identify sets of mostly orthogonal terms in the
collected queries (Fig. 1). The identified topics use terms of
the user’s terminology, and the intuition is that the identified
topics approximate different information needs of users. The
identified topic terms are added to the original document to
produce a limited number of expanded document variants
(cf. section III-C). These variants are then added to the
search index and can be retrieved in subsequent queries. By
representing the variants explicitly in the search index, the
effect of the different expansions can be tracked and directly
attributed to a variant. On this basis the agent can decide if
unsuccessful variants should be removed or new variant should
be created. This comes at the cost of an increase in index size.

The agents in the described system all use the same set of
global parameters and compete for the high ranks in the result
list. One possible extension is to allow each agent to have its
own set of local parameters that are adjusted over time with
a reinforcement learning approach. As this would require an
extensive amount of user feedback it is not considered here.
Another extension is to add cooperation to the model, e.g. by
allowing agents to distribute feedback to similar agents and
share the rewards. For sake of simplicity cooperation is also
not considered in the current model.

B. User Interaction

Each agent receives signals based on user feedback. Users
issue search queries and interact with the results. In our exper-
iments we approximate user interaction with the given ground
truth of the dataset and assume, that a relevant document has
been "purchased" by the user, if it is in the first k£ elements of
the result list Ry (g) for user query g (see left side of Fig. 1).
The set of relevant documents for a query ¢ as given by user
decisions or by some available ground truth is Fy(¢q) C Ri(q).

For each relevant document D; € Fjy(q) found at rank
r a signal S(T,, D;,r) is produced that contains the local
information collected from the search result: query terms 7,
relevant document D;, and rank r.

Search
q(Tq) Engine {S(Ty, Di,r) | Di € Fi(q)} (1)
After a batch of ppeicn, queries have been executed, the
signals are collected and sent to the agents whereby a signal
S(Ty, Dy, ) is transmitted to the agent representing document
D,.. The agents subsequently update their state and take action.

C. Agent Logic

An agent Ap represents a document D from the corpus. It
can produce and publish variants V;(D,T?) of this document

to the search system that are copies of D expanded by terms
T, taken from the queries received via the feedback signals
S. The expansion is performed by appending the terms T,
Dboost times to the document D. The parameter pp,os¢ allows
to boost the term weights of the expansion terms 7, relative
to the terms of D.

Each agent maintains a variable ¢ that is increased by one
every time an agent is updated. ¢ plays the role of a local
time for the agent. Agents receive new signals S(T,,D,r)
and are updated only when they were considered relevant for
a query. The current model does not take negative feedback
into account. No signals are created when agents are retrieved
but not considered relevant.

After the agent receives a new signal S(T}, D, ) it checks
if D corresponds to one of the document variants V;(D, T?)
and updates the statistics of the variant if this is the case. Each
variant stores the number times Vy;; that it was found as well
as the time ¢, when it was created. It also maintains a sum of
the reciprocal ranks of previous hits. Given the current time ¢
the fitness f of a variant is given by Eq. 2 as the product of
the mean reciprocal rank 1/Np;; zjﬁgt 1/r; and the success
rate Np;¢/(t — t.) of the variant.

Nhpit
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On each update the agent computes the fitness of all variants
and keeps the best p,q, variants while removing the others
from the index.

D. Deriving Document Variants from Query Terms

After an agent has received more than p,., new query
terms, it derives new expansion terms 7; using Latent Seman-
tic Indexing (LSI) [18]. The intuition behind this approach is
that users have different information needs that they express
through their queries. We hypothesize that by using topic
modeling different distinct topics can be distilled from the
search terms that have a correspondence with the underlying
information needs. Although there are topic modeling ap-
proaches tailored to small text corpuses [20], our experiments
have shown that LSI provides acceptable results even when
used on the small corpus of user query terms.

The LSI algorithm requires the number of topics piopics
to be specified in advance. Heuristically p;opics 1S chosen as
floor(y/Ng) + 1 with Ng being the total number of query
terms collected by the agent so far. The result of the topic
modeling run are pyopics lists of terms clustered by their co-
occurrence in the queries the agent has received. From each
list the first pierms terms Tti that best define the topic are used
to create new variants.

The T} are not automatically turned into new variants since
this would lead to new variants being constantly created and
removed. For the variants to collect feedback on their fitness, a
certain level of stability is required. A variant is only created
for Tj, if its terms are sufficiently dissimilar to the existing



TABLE I
RESULTS OF THE EXPERIMENTAL RUNS (BEST RESULTS ARE IN BOLD).

Metrics
Method P@I0 | R@I0 | FI@I0 | MAP@I0 | MRR@I0 | nDCG@I0
BM25 0.188 | 0.117 0.010 0.084 0.406 0.244
BM25 + AQ 0.252 | 0.163 0.007 0.118 0.471 0.320
BM25 + ADE RS 0.228 | 0.126 0.015 0.093 0.496 0.290
BM25 + ADETM | 0.229 | 0.125 0.016 0.093 0.499 0.291

variants’ terms 7. The agent uses Jaccard similarity (Eq. 3)
to compute the maximal similarity sim,q, (Eq. 4).

, Ty 0T
aceard(Te, Ty) = 21 3
sim.y a(Ty, Ty) T, UT| 3)
$iMmaz (Ty) = maz; sim jaccard(Tt, T7) 4)

Only when sim,q,(T3) is below some threshold pg;,, a
new variant V (D, T}) is created. Since new variants initially
have low fitness, they are kept for at least three update cycles to
have the chance to proof their value. The terms 7; of a newly
created variant are finally copied ppoos: times and appended
to the base document D to form V (D, T}). psim and ppoost
are parameters of the model. Finally the variants V;(D,T})
are added to the search index.

IV. EVALUATION

We have tested the proposed system against data from
the NFCorpus dataset [21]. This dataset consists of 9,964
documents from the medical domain that mostly come from
PubMed and are written in expert terminology as well as
3,244 natural language queries that are written in non-technical
English and have been gathered from the NutritionFacts.org
site. The documents and queries are complemented by 169,756
automatically extracted relevance judgments. The divergence
in terminology between queries and documents and the rela-
tively high number of relevance judgments per query make it
a suitable dataset to test the proposed system against. A split
in training (80 %), development (10 %) and test sets (10 %)
is provided.

For the documents, the title and abstract fields were con-
catenated while for queries only the title containing the actual
query text was used. Pre-processing consisted of removing
punctuation and symbols, tokenization, conversion to lower
case, removal of one letter tokens, lematization and removal
of stop words using the stop word list provided by NfCorpus.
We compared four experiments to evaluate the effectiveness
of ADE:

o« BM25: We use BM25 [22] as baseline ranking model,
which is a commonly used search and ranking method
based on term based statistics. In this experiment, the
full corpus was indexed using BM25 and the queries
and relevance of judgments of the test set where used
to calculate the performance metrics.

« BM25 + AQ: As an estimation of the potential upper
bound of the effectiveness of ADE we used the queries

and relevance of judgments of the training set to collect
all relevant queries for each document in the full corpus
and appended the query terms of these queries to the
respective documents. Evaluation is then performed on
the resulting modified corpus using BM25 and the queries
and relevance of judgments of the test set.

« BM25 + ADE TM: Evaluation of the agent-based doc-
ument expansion with topic modeling is performed in
two phases: first an agent is initialized for every doc-
ument in the full corpus and the initial BM25-index
is created. Then the queries from the training set are
split into batches of size ppqtcn, and executed against
the index. Using the relevance judgments of the training
set, feedback signals are produced for the k¥ = 100 top
ranked relevant document variants in each query to to
model a good willed user that always examines the first
100 hits. Here a document variant is considered relevant
if the underlying document is relevant according to the
relevance judgments. After all queries in the batch are
executed, the agents update is triggered and the agents
use topic modeling as described in sections III-C and
III-D to derive new document variants that are added
to the BM25-index. After all batches are processed the
expanded index is evaluated against the queries and
relevance of judgments of the test set. Here only best
ranked variant of each document is counted, and all lower
ranked variants of the same document were ignored.

« BM25 + ADE RS: To explore the effect of topic modeling
this experiment is performed exactly as BM25 + ADE
TM with the difference that the variants are created us-
ing uniform random samples without replacement drawn
from the query terms available to the agent instead of
topic modeling.

The following metrics were collected using the ranx library
(version 0.2.12) [23]: precision, recall, f1, mean reciprocal
rank (mrr), mean average precision (map) and normalized
discounted cumulative gain. We chose a small value of k = 10
to measure the improvement, a user would see on the first page
of rearch results. For BM25 + ADE TM the hyper parameters
were tuned by hand. The following parameter values were
used: Pbvatch = 500, DPvar = 5, Pnew = 5, DPtopics = 2, DPterms =
7, Dsim = 0.4 and ppoost = 10. BM25 + ADE TM and BM25
+ ADE RS use the same set of parameters. To eliminate the
effect of the order of query execution, 10 runs with random
sequences of all queries were performed and averaged over.
Table I shows the results of these experiments.



Unsurprisingly both AQ und ADE (both TM and RS)
perform better than the BM25 baseline, since the documents
were expanded with additional terms in the user’s terminology.
Also expected is the better performance in most metrics of
AQ compared to ADE, since ADE was restricted to signals
contained in the top 100 hits in each search while AQ uses the
complete set of query terms for expansion. Interestingly ADE
performs better than AQ in the MRR @ 10 metric. This means
that on average the first relevant document appears higher
in the result list. ADE achieved the biggest improvements
over the baseline in f1@10 (60 %), MRR@10 (23 %) and
Precision@10 (22 %).

The use of topic modeling in ADE TM leads only to slightly
better performance than random sampling of terms in ACE RS.
At least when paired with a term based search strategy like
BM25, selecting expansion terms with topic modeling only
had a small effect.

For ADE, the number of documents in the index increase
from initially 5371 to an average of 7316 after the runs, which
is an increase of 36 %.

V. DISCUSSION AND FUTURE WORK

The experiments show that a strategy based on agents that
act on local information to improve search performance can
be beneficial. ADE was able to improve search performance
against the baseline by more than 20 % in some metrics using
less information than AQ. It would be interesting to combine
the agent based approach with doc2query in pre-processing
to enhance documents with queries generated from document
descriptions.

The tests were performed using BM25 which is a search
algorithm based on term statistics that provides exact search
based on the actual terms in the document. It would be inter-
esting, if ADE performs better when paired with a semantic
search algorithm such as Latent Semantic Indexing [18]. Term-
statistics-based algorithms like BM25 find a document that
contains a set of terms in most cases similarly to the best
of multiple documents that contain subsets of the document’s
terms. In similarity search however the document expansion
based on topic modeling might have a bigger impact, since the
documents point in space is spread out by the topic-enhanced
variants which might make the utility of topic modeling in this
context more tangible.

The agent strategy presented in this paper does not use all
local information that the agents have access to. in addition to
the query terms and rank, interactions with other agents that
share the same result list can be explored. The agents could
exchange their relevant search terms or analyze each other’s
content for overlapping terms and concepts. The non-relevant
documents can provide negative feedback.

Agent-based document expansion has its place in the infor-
mation retrieval pipeline between pre-processing and retrieval
and ranking. It complements pre-processing-based document
expansion methods like doc2query [5] and DeepCT [7] in
that it expands documents with actual information gathered
from user feedback. It is decoupled from the retrieval and

ranking step and thus does not increase the computational
cost of these tasks. ADE also benefits the later retrieval stages
because it provides them with additional information that can
be exploited in retrieval and (re-)ranking.
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